ABSTRACT
A key feature of database systems is to provide transparent access to stored data. In distributed database systems, this includes data allocation and fragmentation. Transparent access introduces data dependencies and increases system complexity and inter-process communication. Therefore, many developers are exchanging transparency for better scalability using sharding and similar techniques. However, explicitly managing data distribution and data flow requires a deep understanding of the distributed system and the data access, and it reduces the possibilities for optimizations.

To address this problem, we present an approach for efficient data allocation that features good scalability while keeping the data distribution transparent. We propose a workload-aware, query-centric, heterogeneity-aware analytical model. We formalize our approach and present an efficient allocation algorithm. The algorithm optimizes the partitioning and data layout for local query execution and balances the workload on homogeneous and heterogeneous systems according to the query history. In the evaluation, we demonstrate that our approach scales well in performance for OLTP- and OLAP-style workloads and reduces storage requirements significantly over replicated systems while guaranteeing configurable availability.

1. INTRODUCTION
Today, database systems are a core element of most data intensive systems. However, especially in smaller projects and startups, there is only a limited budget for data management. This is usually not an issue, as long as the database workload can be processed by a single server database system. With modern hardware, single-node database systems can be scaled up to enormous processing powers which come at enormous prices. The historically leading system in the TPC BenchmarkTM of the Transaction Processing Performance Council has a total system cost of 30 million dollars1. This is not affordable for most startups, therefore, many projects use open source database management systems and off-the-shelf hardware. In these systems, the most difficult step is to transition from a single database server to a distributed database system.

1Top TPC-C Results - http://www.tpc.org/tpcc/results/tpcc_result_detail.asp?id=110120201

As the amount of data produced is rapidly growing, shared-nothing architectures have emerged as a de facto standard [31, 55]. Affordable and massive hardware parallelism has led to new programming paradigms adopted in data processing such as MapReduce [22]. In general, these approaches exchange fundamental database system qualities for better scalability. Yet, systems with good scalability, frequently suffer from poor system resource utilization [36, 9]. The basis of success of relational database systems is their simple data model, combined with comprehensible, declarative data access. In distributed settings, this requires transparent access to the distributed data. Distributed access introduces dependencies, which have to be resolved automatically. Efficiency of a distributed system benefits most from global optimizations [50]. For a distributed database system, the data allocation or placement has major impact on overall performance.

There are several options for data allocation in a shared-nothing system. A popular approach is full replication [17, 46, 32, 7]. Full replication has the advantage of good read scalability but suffers from low scalability for workloads with considerable amount of write access. This is due to the fact that updates have to be executed on all replicas. Furthermore, full replication is very space inefficient since the required storage space grows linearly in the number of nodes. Another alternative is declustering, common in parallel databases (e.g., NonStop SQL [26]), and key-value stores (e.g., Cassandra [35]). Declustering can scale well for high write access rates if the workload is balanced. The same is true for read access. In most systems, this is achieved by a randomized allocation in form of consistent hashing or round-robin or random partitioning. In general, this balances the workload, however, at the cost of data locality. For continuous data access patterns, randomized approaches incur additional network communication. An alternative approach, which can overcome both downsides is partial replication. In this approach, data is partitioned and replicated according to its access pattern. Data with high read access is replicated, while data with high write access is distributed. By analyzing the access patterns, a distribution and replication scheme can be found that maximizes the locality of the data and reduces the network communication while balancing the workload. In a shared-nothing environment, the overall system performance is strongly correlated with locality. This is because communication is expensive and will eventually always become the bottleneck [3].

In this paper, we present an allocation strategy that computes a (near) optimal solution to the allocation problem in shared-nothing and cluster databases. The allocation strategy results in a data layout that maximizes the throughput according to a theoretical maximum
and then minimizes the disk consumption and replication overhead. Based on a partitioning type and query access patterns, an allocation is computed that processes all queries with known access patterns locally and balances the workload across the nodes. It minimizes the overhead introduced by redundant updates, while balancing the workload and, thus, maximizing the overall throughput. We focus on deployments with a limited number of nodes, but do not restrict ourselves to this setting.

Our main contributions are the following: (1) We propose an analytical model for shared-nothing databases that allows us to calculate the theoretical speedup of a database system and enables the fully automated data allocation. (2) We present an automatic allocation strategy for homogeneous and heterogeneous deployments that maximizes the system’s throughput and can be used for a wide area of database applications. (3) We analyze the performance of our solution with two industry standard benchmarks. Our evaluation shows that the proposed solution achieves perfect speedup for read-heavy workloads while reducing the storage requirements by 65%, and it achieves good speedup for write-heavy workloads, which outperforms full replication by a factor of 2.4. (4) We show the flexibility and elasticity of the our approach using real workload traces.

The rest of this paper is organized as follows: In the next section, we describe the cluster database system (CDBS) architecture and processing model. In Section 3, we present our allocation strategy in detail. Section 4 shows the performance evaluation and Section 5 describes the extensions we explored. In Section 6, we discuss related work. In the Appendix, we develop a complete example of the allocation algorithm, show the linear program formulation for optimal allocation, and give details on our k-safety extensions that ensure fault-tolerance in presence of failures of up to k backends.

2. CDBS PROCESSING MODEL

The architecture of a cluster database system is given in Figure 1. Its three-tiered design is a variant of the client-server model, in which the server component is further divided. Usually, the controller is a lightweight middleware system that distributes the incoming queries to the backends. The backends are completely independent database systems that each manage either a full replica or a part of the global database. The backend DBMSs do not share any resources. This design scales well in the number of nodes if single queries can be processed by a single backend. However, for large numbers of nodes, the controller can become a bottleneck. It is possible to use a hierarchy of controllers that manage subsets of backends. In this paper, we focus on single controller systems. To increase the speed of a single DBMS, some form of parallelism has to be employed. Two types of processing a single query can be distinguished: intra-query parallelism and inter-query parallelism. A system with intra-query parallelism divides a single query into multiple query fragments and processes the query fragments in parallel. Using inter-query parallelism, multiple queries can be processed in parallel. Employing intra-query parallelism reduces the processing time of a single query, while inter-query parallelism increases throughput, while keeping the query processing time constant. Intra-query parallelism introduces dependencies between nodes, which leads to an increase in network communication. Apart from decision support and scientific database applications, queries are typically small, which means they can be processed in reasonable time on a single system. With the advent of multi-core processors, many DBMSs feature intra-query parallelism, which speeds up processing of a query on a single node, mitigating the requirement of intra-query parallelism at the cluster level.

In our CDBS model, we consider a query as an atomic unit. Each incoming query is entirely processed by a single backend. We must ensure that a backend has all input data for the queries it processes. Since all queries can be processed locally, there is no need for communication between nodes. Each query can be sent to any backend that has all required data for the query. A common approach in cluster database systems is full replication, so each query can be processed by each backend. To achieve a balanced load distribution among nodes, a simple online strategy is applied for query scheduling: the least pending request first strategy sends a query to the backend, which at the time has the least queries queued [16]. This strategy is based on a greedy algorithm for online load balancing [12].

Updates cannot simply be processed by a single backend in all cases. They have to be executed on each replica of the updated data. The straightforward approach is, therefore, to send the update to every backend that holds data that is updated. Combined with the query processing approach above, this is called the read once/write all protocol (ROWA) [30]. In order to keep the database in a consistent state, it is important that all backends get the updates in the same order. Although there are more efficient approaches for update synchronization, such as primary copy [4] and lazy replication [34], we limit our discussion to the ROWA protocol in this paper due to space restrictions; other approaches could be easily incorporated into our model and system. In the following, we give estimations on the performance of a cluster database system using our processing model.

In its simplest form, a cluster database system places a full replica of the managed database on each backend. This means that each query can be sent to any backend. If the workload consists only of read requests, then the throughput of such a system increases linearly with the number of nodes.

The maximum throughput in a homogeneous system with only read requests is proportional to the number of nodes. If no additional overhead is introduced, it is equal to the number of nodes. However, updates have to be processed on each backend. Therefore, the throughput of the system decreases with the number of updates.

In a homogeneous, fully replicated system, each update incurs work on every node. Therefore, each update takes the same time as if the updates were processed on a single node, while reads (queries) can be distributed to any node. Thus, in theory, the processing time of updates is constant, while the processing time of reads is inversely proportional to the number of nodes. Hence, the speedup decreases with the processing time of updates. The correlation is defined by Amdahl’s law [5]:

\[
\text{speedup} = \frac{1}{\frac{\text{parallel}}{\text{nodes}} + \text{serial}}
\]  

\[\text{Note that an actual system may very well support distributed queries, while it is still aiming for local execution.}\]
In this context, \textit{parallel} is the fraction of the query processing time
and \textit{serial} is the fraction of the update processing time. This model
does not consider long running queries and deviations in the query
processing time, which can be introduced by interdependencies of
queries. Nevertheless, it enables a closed form expression for through-
put prediction as can be seen in the evaluation in Section 4.

3. AUTOMATIC ALLOCATION

The primary optimization objective of our allocation strategy is
maximizing throughput, while secondarily minimizing update and
disk consumption overhead due to replication. The transformation
into partitioned relations is calculated by the allocation algorithm di-
rectly based on the fragments and query classes. The algorithm can
also be used with other partitioning schemes that are then treated as
data fragments. Depending on the partitioning strategy used, the al-
gorithm does not lead to balanced data allocation. The deployment
of the allocation in the distributed system is done by cost optimal
matching. The complete allocation process is a four step procedure:
(1) query classification, (2) allocation calculation, (3) allocation im-
provement (optional), and (4) physical allocation.

In the first step, a query history or journal is analyzed; queries may
be read or update requests. The analysis performs a classification of
the queries. Queries are grouped according to the data they access.
The classification determines the partitioning. If queries are grouped
according to the tables they access, the allocation has no partitioning.
If the queries are grouped according to the columns they access, the
allocation has vertical partitioning. Finally, it is possible to use other partitioning strategies.

Based on the classification and on the set of nodes, the allocation is
calculated. Each class of similar queries, i.e., each \textit{query class}, is
assigned to one or more backends, so that each backend has about
the same amount of work in a homogeneous system and replication
is reduced. The allocation does not guarantee a balanced data size,
which is generally not achievable for a homogeneous workload as-
signment with minimized replication as can be seen in the examples
below. The calculated allocation does not consider the existing data
layout on the backends. To keep the overhead of the reallocation as
small as possible, an optimal matching of the current and the calcu-
lated allocation is computed.

In the following, we give an example of our allocation strategy.
The example shows a read-only database and an optimal allocation
across different cluster sizes. In Appendix A, we provide a complete
example of allocation with updates. In Figure 2, a database with
three relations \( A, B \) and \( C \) is allocated with partial replication, but
without partitioning. For sake of simplicity, the size of all relations
is kept equal. The database is accessed with four types of read re-
quests \( C_1, ..., C_4 \). The read request types abstract actual database
queries. In this example, queries are classified by the relations they
reference. The first type of queries references relation \( A \) and makes
up 30\% of the query workload. \( C_2 \) references relation \( B \) and makes
up 25\% of the workload, \( C_3 \) references relation \( C \) with 25\% of the
workload and \( C_4 \) references relations \( A \) and \( B \), and it makes up 20\% of
the workload. The distributed database consists of 1 to 4 backends
\( B_1, ..., B_4 \), which all have equal processing power.

Three scales of a distributed database system can be seen. First, a
single database backend \( B_1 \): It has to contain all three relations. For
two backends, the workload can be evenly distributed. The query
types \( C_1 \) and \( C_4 \) together make up 50\% of the query load, as do
\( C_2 \) and \( C_3 \). Hence, a possible solution is to allocate relations \( A \) to
backend \( B_1 \) and relation \( C \) to backend \( B_2 \) and replicate \( B \) on both
backends. With this allocation, both backends get an equal share
of the workload and achieve the theoretical speedup of 2. It is easy
to see that this configuration is optimal in terms of space efficiency.
The load distribution is shown in the following table.

<table>
<thead>
<tr>
<th></th>
<th>( C_1 )</th>
<th>( C_2 )</th>
<th>( C_3 )</th>
<th>( C_4 )</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>( B_1 )</td>
<td>30%</td>
<td>0%</td>
<td>0%</td>
<td>20%</td>
<td>50%</td>
</tr>
<tr>
<td>( B_2 )</td>
<td>0%</td>
<td>25%</td>
<td>25%</td>
<td>0%</td>
<td>50%</td>
</tr>
</tbody>
</table>

The same speedup can be achieved in the read-only case by using
full replication, however, with the exemplified allocation only one
relation has to be replicated instead of all three relations. For four
backends, each backend gets 25\% of the workload. Query class
\( C_1 \) has more than 25\% of the workload and therefore it has to be
assigned to more than one backend, so relation \( A \) is replicated on
backends \( B_1 \) and \( B_2 \). \( C_2 \) and \( C_3 \) fit directly on a backend so they are
allocated on \( B_3 \) and \( B_4 \), respectively. \( C_4 \) can be assigned to backend
\( B_2 \) since it still has processing capacities. The resulting allocation
has a theoretically optimal speedup of 4, while replicating only two
tables. The load distribution is given below.

<table>
<thead>
<tr>
<th></th>
<th>( C_1 )</th>
<th>( C_2 )</th>
<th>( C_3 )</th>
<th>( C_4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( B_1 )</td>
<td>25%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>( B_2 )</td>
<td>5%</td>
<td>0%</td>
<td>0%</td>
<td>20%</td>
</tr>
<tr>
<td>( B_3 )</td>
<td>0%</td>
<td>25%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>( B_4 )</td>
<td>0%</td>
<td>5%</td>
<td>25%</td>
<td>0%</td>
</tr>
</tbody>
</table>

We describe the individual steps of the allocation in detail below.

3.1 Classification

The basis of the classification is a query journal \( J \). The journal is a sequence of executed queries \( q \). It does not need to contain ev-
every query executed, but it should be representative\(^4\). The domain of
\( J \) is the set of all distinguishable queries \( Q \), where two queries are
distinguishable if they are not textually identical. Therefore, every
\( q \in Q \) may appear multiple times in \( J \). Since the order of elements
is not important, we interpret \( J \) as a multiset with support \( Q \) and
characteristic function \( j \), i.e., the function \( j \) returns the number of
occurrences of each query in the journal (we adopt the multiset formalism of [58]). Each query \( q \in Q \) accesses a set of data fragments.
Depending on the classification method, a data fragment \( f \) may be a
relation, an attribute of a relation (or column) or a range or set of
tuples (determined by predicates). Each query is classified to a sin-
le query class \( C \in C \), where the set of all query classes is a subset of
the power set of \( C \subseteq \mathcal{P}(F) \) of all data fragments. The set of all
data fragments can be the set of all tables (no partitioning), the set
of all columns (vertical partitioning), a set of horizontal partitions,
or a mixture of the above (hybrid partitioning). The granularity of
the partitioning also determines the size of the data fragments. The

\(^4\)For the sake of simplicity, we require a journal to contain queries
of all occurring classes.
classification is defined formally as a function:

\[
\text{classify}(q) = C, C = \{ f \in F | q \text{ references } f \}
\]

(2)

The \text{classify} function assigns a query \( q \) to a query class \( C \), where \( C \) is the set of data fragments referenced by \( q \). In the case of partial replication without partitioning these are the tables accessed by the query. If query classes are classified column-based, they contain a candidate key to ensure lossless reconstruction of all data. For simplicity, we presume this in the following. In the definition above, reads and updates are not differentiated. For update intensive workloads, the journal is divided into update requests and read requests. For an easier identification of read and update query classes, we denote read query classes with \( Q \) and update query classes with \( U \). The classification is analogous to the definitions above. It results in two sets of query classes \( C_U \) and \( C_Q \):

\[
\text{classify}(q) = C, C \in \begin{cases} C_Q, & \text{if } q \text{ is read} \\ C_U, & \text{else} \end{cases}
\]

(3)

where \( C_Q \cup C_U = C \). Strictly speaking, \( C \) is a multiset, however, we treat it as a regular set here for simplicity. To calculate the allocation, the fraction of the overall workload produced by each query class, i.e., its weight, is needed. This can be calculated by summing up the execution times or a cost estimation (e.g., from the query optimizer as proposed in [43]). Using the following function, the relative weight of a query class is computed:

\[
\text{weight}(C) = \frac{\sum_{q \in Q} i(q) \cdot \text{weight}(q)}{\sum_{q \in Q} \text{weight}(q)}
\]

(4)

The classification determines the partitioning calculated by the allocation algorithm. If all queries are classified to a single class, the resulting allocation is a full replication.

### 3.2 Allocation

Given a set of query classes and their weight, the task of the allocation is to distribute the data fragments in a way that queries can be answered locally by one of the backends. To ensure maximum efficiency, the allocation has to balance the load of all query classes across all backends and minimize replication in case of updates. A secondary goal of the allocation is to reduce overall data consumption. In this section, we define this form of allocation formally in a way that it can be directly translated into a linear program computing an optimal allocation. The formulation of the optimal allocation can be found in Appendix B. The allocation can be formally described as a function that assigns data fragments \( f \in F \) to backend databases \( B \in B \). Because we aim for a balanced load, we distinguish backends by their query processing performance. This measure is given in relation to the sum of the query processing performances of all backends.

The function \( \text{classify} \) specifies the set of fragments of a backend:

\[
\text{fragments}(\langle B^*, l \rangle) = B^*
\]

(6)

The allocation definition does not ensure that the load is balanced. In the case of read and update requests, a balanced load cannot generally be guaranteed for an optimal allocation. In a homogeneous environment, all backends obtain — if possible — the same share of the overall workload. In a heterogeneous environment, the shares of the workload that backends handle differ. To simplify the following equations, we introduce the function \( \text{load} \), which specifies the relative performance of a backend:

\[
\text{load}(\langle B^*, l \rangle) = l \text{ where } \sum_{B \in B} \text{load}(B) = 1
\]

(7)

In a homogeneous cluster of \( s \) nodes, the relative load is \( \frac{1}{s} \). To express the part of the weight of a query that is assigned to a backend, the \text{assign} function is used:

\[
\text{assign}(C, B) > 0 \Rightarrow C \subseteq \text{fragments}(B)
\]

(8)

An allocation that considers updates is \textit{valid} if all query classes are allocated and if every update query class is allocated to all backends that store its referenced data. The following constraints must be satisfied:

\[
\forall C \in C_Q : \sum_{B \in B} \text{assign}(C, B) = \text{weight}(C)
\]

(9)

\[
\forall C \in C_U : \forall B \in B \cap \text{fragments}(B) \neq \emptyset : \text{assign}(C, B) = \text{weight}(C)
\]

(10)

\[
\forall C \in C_U : \sum_{B \in B} \text{assign}(C, B) \geq \text{weight}(C)
\]

(11)

If the first constraint is satisfied, all read queries are completely assigned. The second constraint guarantees that the update queries are assigned to every backend that contains referenced data. If the third constraint is satisfied, every update query is assigned to at least one backend. These constraints ensure that the allocation is valid. To ensure that the backends are as balanced as possible, first the functions \text{updates} and \text{updateWeight} are defined:

\[
\text{updates}(C) = \{ C_U \in C_U | C \cap C_U \neq \emptyset \}
\]

(12)

\[
\text{updateWeight}(B, C) = \sum_{C_U \in \text{updates}(C)} \text{assign}(C_U, B)
\]

(13)

The \text{updates} function specifies the set of update query classes that reference related data for a query class. The output of the \text{updateWeights} function is the sum of weights of update query classes that are already allocated to backend \( B \), which have an overlapping data set to read query class \( C \). The function is used to calculate the additional update load a read query class causes on a backend. To simplify the following equations, the sum of assigned workloads for a backend is defined as its \text{assignedLoad}:

\[
\text{assignedLoad}(B) = \sum_{C \in C} \text{assign}(C, B)
\]

(14)

In a heterogeneous environment, the maximum load of each backend has to be considered. The sum of assigned workloads for an allocation considering updates with replicated update query classes is greater than 1. Hence, the maximum load for each backend must be scaled:

\[
\text{scaledLoad}(B) = \text{load}(B) \cdot \begin{cases} \text{scale}, & \text{if } \text{scale} > 1 \\ 1, & \text{else} \end{cases}
\]

(15)
where $\text{scale} = \max_{B' \in B} \frac{\text{assignedLoad}(B')}{\text{scaledLoad}(B')}$. For an optimal allocation in the sense of throughput, scale must be minimized. This is ensured by the following constraint:

$$\forall B, B' \in B, B \neq B', \exists C \in C, \text{assign}(C, B) > 0:\ 
\text{scaledLoad}(B) - \text{assignedLoad}(B) \geq \text{scaledLoad}(B') - \text{assignedLoad}(B') - \text{updateWeight}(B, C)\text{query} + \text{updateWeight}(B', C)\text{query}$$

This constraint ensures that no pair of backends differ in weight such that a query class could be shifted between them to balance the load. This does not guarantee a fully-balanced load, it only guarantees that the difference is as small as possible. The constraint is stricter than it would have to be for obtaining an optimized throughput. It would be enough to ensure that no query class could be shifted away from a backend $B$ with scaledLoad$(B) = \text{assignedLoad}(B)$.

### 3.2.1 Maximum Speedup

As stated above, for a read-only workload, the theoretical speedup is always linear. In this section, we discuss the speedup for partially replicated allocations. The basis the general formulation of Amdahl’s law (see Equation 1). To apply this law to the workload of a CDDBS, the serial and parallel fractions of a query workload have to be identified. The read load can be parallelized completely. The update load can also be parallelized, by allocating unrelated query classes to different backends. However, single update queries have to be processed by every backend they are allocated to. Hence, the maximum speedup of a workload is bound by:

$$\text{speedup}_{\text{max}} \leq \frac{1}{\text{max}\{C \in C \mid \text{updates}(C) \times \text{weight}(C)\}}$$

To calculate the speedup of a specified allocation, the serial part of the workload has to be specified. Since all query requests and update requests are processed in parallel, the serial part is in general always 0. However, if an update class is allocated to two backends, the updates that are part of the class have to be executed on both backends. Hence, the workload that the two backends can process is reduced by the weight of the update class. To allow all query classes to be processed, the overall workload is increased by at least the weight of the update class. Accordingly, the workload each backend has to process is increased. This corresponds to the scaledLoad as defined above. The scaledLoad of a backend is the load plus the backend’s share of the additional weight of the replicated update classes. In a homogeneous environment, the load is $\frac{1}{|B|}$, which corresponds to the load of a backend. The scaledLoad is defined as load $\times$ scale, where scale can be interpreted as the increased workload. Using this information, Equation 1 is modified to:

$$\text{speedup}_{\text{hom}} = \frac{1}{\text{serial} + \text{parallel modes}}$$

In a heterogeneous environment, the scaledLoad is not equal for all backends. To obtain a meaningful measurement for the speedup, the average throughput per backend must be considered. Since the overall load is 1, the average load is $\frac{1}{|B|}$. Using the scale factor, the speedup in the heterogeneous environment is defined as:

$$\text{speedup} = \frac{1}{\text{scale} \times |B|} = \frac{|B|}{\text{scale}}$$

Thus, an allocation with maximum speedup is found by minimizing the maximum scaledLoad, or, more generally, the scale of an allocation. This is done using a linear program, a formulation directly derived from the above definitions can be found in Appendix B. Given the optimal scale, the replication can be minimized with a second linear program. In a read-only environment, the optimization of scale is unnecessary since it always is 1.

### 3.3 Allocation Algorithm

The allocation problem formulated above is NP-hard and cannot be solved for realistic problem sizes [48]; therefore, a heuristic is needed. In the following, we present a greedy algorithm and a meta-heuristic algorithm. The allocation problem is similar to bin packing. Query classes with the highest weight and the largest data size, potentially create the most replication if scheduled late. Therefore, we use a first-fit strategy to calculate the allocation in polynomial time [19]. Input to the algorithm is the classification and an empty set of backends; output is the set of backends with allocated query classes.

#### 3.3.1 Maximum Speedup

For each query class in $C$, the weight that has to be assigned is stored. This is done in the while loop starting in Line 6. The query class which produces the most weight on a backend is allocated first. If all backends are already at their maximum capacity, their relative load is scaled. The difference to all backends is calculated in the foreach loop starting in Line 10. It is the size of the newly allocated data fragments or 0 if the backend is empty or $\infty$ if the backend is full.

Then, the query class is allocated to the backend with the least difference (Lines 17 to 32). First, the fragments are allocated to the backend (Line 18), then, the complete update load of the query class that is not yet allocated to the backend’s load is added (Line 19). If the current query class is an update query class (Line 19), the query class is removed from the classes that need to be allocated, since further allocation of an update query class results in less throughput. If the current load of the backend is larger than its scaled load, scaledLoad is adapted. We omitted the adaption of the scaled load of the other backends; this is done according to Equation 15.

When the query class is a read query class (Line 24), the maximum load of the backend has to be scaled if the backend is already full or overloaded with the updates in question (Line 25). It is increased, such that the backend can hold a share matching its relative load. Then, two cases have to be considered: If the remaining weight of the query class does not fit on the backend (Line 27), as much weight of the query class as possible is assigned to the backend and the query class has to be assigned to other backends. If it does fit on the backend (Line 30), the remaining weight of the query class is added to the backend, the query class is processed entirely, and it is removed from the query classes that have to be allocated.

At the end of the while loop (Line 33), the sequence of query
classes is sorted again as in Line 2. When all query classes have been completely allocated, the algorithm terminates.

Meta Heuristic In general, the greedy heuristic computes a valid, but not an optimal solution. By altering the heuristically found solution, it is possible to generate a better solution. Since the search space is exponential, not all possible solutions can be tested. A common approach is to randomly generate valid mutations of the initial solution. To control the number and order of the mutations, a meta heuristic is used. Many meta heuristics follow a similar 5 step approach. (1) Initialization: an initial solution is generated randomly or deterministically; (2) mutation: a number of mutations is generated randomly; (3) evaluation: the mutations are evaluated according to a cost function; (4) selection: a new solution is selected from the mutations and the initial solution; termination: after a predetermined number of iterations or a defined stopping condition, the best solution is returned.

The algorithms differ mostly in the way in which the mutations are selected. An overview of different approaches can be found in [59].

For the allocation problem, an evolutionary programming approach was chosen. Evolutionary programming differs from other evolutionary approaches, such as genetic algorithms and evolution strategies, in that it does not recombine solutions [10]. Since we also use local improvements, the algorithm is classified as a hybrid heuristic or a memetic algorithm [39]. Evolutionary algorithms use a set of solutions that store the current population. For each iteration, a new population is generated by applying a number of old solutions and mutations is generated. After a fixed number of iterations or a stopping condition, the best solution is returned. The pseudo-code is given in Algorithm 2. The algorithm starts with the generation of the initial population in Line 1. In general, this can be a set of randomly generated allocations or simply a full replication. For a faster convergence of the algorithm, we start with the solution of the greedy heuristic. In the loop, in Line 2, the evolutionary process is executed, and the number of iterations determines the runtime. Another common stopping criterion is stop if for a certain number of iterations, no better solutions have been found. However, this makes the runtime of the algorithm non-deterministic. The first step in the evolutionary approach is to mutate the population to generate the offspring (Line 3). In this step, a new set of valid allocations is generated by randomly altering the current population. As is common in evolutionary programming, the mutation is based on a single parent instead of combining parents. After that, the new population is chosen (Line 4). The strategy is a so-called ($\lambda + \mu$) approach [53]. This means that parents and offspring are mixed for the new population, instead of only using the offspring. The function select($X, y, \Theta$) chooses a fraction y of the set $X$ using the operator $\Theta$. For the new population, the best $\frac{\lambda}{\lambda + \mu}$ of the old population and the best $\frac{\mu}{\lambda + \mu}$ of the offspring survive (thus, ensuring convergence). In contrast to a classic evolutionary program, the memetic algorithm now chooses randomly $\frac{\mu}{\lambda + \mu}$ of the new population that is improved using a local search (Lines 5 - 9).

We employ two local search strategies. The first strategy searches for backends with common pairs of allocated query and update classes. By shifting the query weight between backends, replicated update classes can potentially be omitted. The necessary constraints are shown below:

$$|\{C \in C_{1} | assign(C,B_{1}) > 0\} \cap \{C \in C_{2} | assign(C,B_{2}) > 0\}| \geq 2$$  \hspace{1cm} (21)

$$C_{1} \neq C_{2} \in \{ C \in C_{0} | assign(C,B_{1}) > 0 \land assign(C,B_{2}) > 0 \} : updates(C_{1}) \neq updates(C_{2})$$  \hspace{1cm} (22)

If these constraints hold, it is possible to reduce the number of allocated update query classes, by shifting the query classes and there-
fore potentially improve the throughput. This strategy can be applied to an allocation in \( O(|Q|^2 \times |\mathcal{B}|) \), since for each pair of query classes, all backends have to be analyzed. In some cases, where query classes are replicated, changing the distributed query class improves the allocation. The second strategy searches for pairs of update classes, where the replication of heavier update classes is reduced by increasing the replication of lighter update classes. The general formulation is:

\[
C_{U1} \in \{ C \in \mathcal{C}_U | \text{assign}(C,B_1) > 0 \land \text{assign}(C,B_2) > 0 \} \quad (23)
\]

\[
C_{U2} \in \{ C \in \mathcal{C}_U | \text{assign}(C,B_1) > 0 \}, \quad \text{weight}(C_{U2}) < \text{weight}(C_{U1}) \quad (24)
\]

\[
\sum_{(C \in \mathcal{C}_2 \setminus C \cap \mathcal{C}_1 \neq \emptyset)} \text{assign}(C,B_1) \geq \sum_{(C \in \mathcal{C}_2 \setminus C \cap \mathcal{C}_1 \neq \emptyset)} \text{assign}(C,B_2) \quad (25)
\]

\[
\sum_{C \in \bigcup\{C \in \mathcal{C}_2 | \text{assign}(C,B_1) > 0\} \setminus C \cap \mathcal{C}_1 \neq \emptyset} \text{weight}(C) \quad (26)
\]

The first constraint selects the replicated update class \( C_{U1} \); it is an update class that is allocated to at least two backends (\( B_1 \) and \( B_2 \)).

The second constraint selects an update class \( C_{U2} \) on backend \( B_1 \) that has less weight than \( C_{U1} \). The third constraint ensures that \( C_{U1} \) and the corresponding read query classes can be shifted completely to backend \( B_2 \).

The last constraint ensures, that the replication does not increase the replicated updates due to other update classes that have to be replicated with \( C_{U2} \). This improvement also lies in \( O(|Q|^2 \times |\mathcal{B}|) \), since for each pair of query classes, all backends have to be checked.

After a certain number of iterations, the best solutions, i.e., all solutions with minimal costs, are returned.

### 3.4 Physical Allocation

The allocation algorithm above calculates an allocation based only on the query history and the cluster environment. The algorithm does not take a previous allocation into account. Therefore, a new allocation has to be implemented on the existing database cost-efficiently. Several factors contribute to the cost of a physical allocation. Basically, it is an ETL process, i.e., data extraction, data transport, and data loading have to be considered. Data that is already allocated to a certain backend does not create any additional cost. However, data that has to be transferred to a new backend and imported into the database system does create noticeable cost. This cost is mainly related to the size of the data. Hence, a good approach is to reduce the amount of transferred data. In order to materialize the allocation in the system, a matching between the newly calculated allocation and currently installed allocation has to be found.

The problem can be modeled using a complete, weighted bipartite graph \( G = (\mathcal{B} \cup \mathcal{B}, E) \). Nodes \( B' \) represent the backends in the new allocation and nodes \( B \) the backends in the old allocation. Both node sets have the same size \( n \). Each node in \( B' \) is connected with every node in \( B \) with an edge \( e \in E \). The weight of an edge \( e_{uv} \) between node \( B'_v \in B' \) and node \( B_u \in B \) is the cost of allocating the data fragments in \( B'_v \) to \( B_u \). Usually, this cost is mainly dependent on the size of the data that has to be transferred and imported. Hence, in many cases, a valid approximation of the weight is the sum of the sizes of data fragments which have to be additionally allocated to the backend. This can be calculated by the following equation:

\[
\text{weight}(e_{uv}) = \sum_{f \in \text{fragments}(B'_v) \setminus \text{fragments}(B_u)} \text{size}(f) \quad (27)
\]

Matching is a well studied problem; it is known as the assignment problem [13] which is a special form of linear optimization that is strongly polynomial. To generate a cost-minimal perfect matching, the Hungarian method is used [33, 40]. This algorithm calculates an optimal matching in \( O(n^3) \).

### 4. EVALUATION

We implemented a prototype to test the allocation algorithms. It consists of a controller that encapsulates all logic. The architecture can be seen in Figure 3. The controller has two modes of operation: allocation and query processing. In the query processing mode, the controller starts the driver that issues SQL requests. The requests are sent to the scheduler that holds a queue for each backend. The scheduler inserts incoming requests into the queues according to the least pending request first order. If the database is partially replicated across the backends, the scheduler also decides, which backend can handle a request. The data allocation is stored in the schema. For each queue, multiple connections are opened to the according database system and each connection holds a single request at a time. PostgreSQL and MySQL are used as backend database systems. Each processed request is stored in the query history along with its processing time. Furthermore, statistical data is stored in an embedded database for performance analysis. After a test run, i.e., after a predefined number of requests, the controller changes to allocation mode. The allocator stops all backends, reads the query history and calculates an allocation according to the number of backends and the query history. Based on this allocation, the allocator assigns the data to the backends and starts them. Currently, full replication, table-based allocation, and column-based allocation are supported. The allocator waits until all backends have finished the bulk loading of the data. Then, the controller switches to query processing mode.

In order to guarantee comparable results, we do not further optimize the data layout. Therefore, the schema only includes indexes that are generated automatically (i.e., indexes on the primary keys). All tests are run on a 16 node high performance computing cluster. Each node has two Intel Xeon QuadCore processors with 2 GHz clock rate, 16 GB RAM and two 74 GB SATA hard disks with a RAID 0 configuration. We use separate nodes for the controller and the database backends. We tested our algorithms with TPC-H and TPC-App style benchmarks. For the scaling experiments with larger data sets, we used a 20 node virtualized cluster. The VMs are hosted on physical machines with each 2 Intel Xeon E5-2630 v3 CPUs, 128 GB RAM, and 2 600 GB SAS hard disks with RAID 1 configuration.

![Figure 3: Architecture of the Prototype](image-url)


\[ r(B) = \frac{\sum_{f \in B} \sum_{r \in r} \text{size}(f)}{\sum_{f \in F} \text{size}(f)} \]

(28)

4.1 Read-Only Allocation Evaluation

Although TPC-H defines update statements, we used the benchmark without these to test our algorithm in a read-only environment. PostgreSQL and MySQL have problems with the complexity of the queries in TPC-H. Since queries 17, 20, and 21 are disproportionately slow in PostgreSQL, we omitted them in the test. We used Scale Factor 1, which results in a 1 GB data set, since larger scale factors further limit the number of processable queries. We ran tests for full replication, table-based allocation, column-based allocation, and a random allocation. The random allocation randomly allocates column-based query classes on backends. Each test consisted of 10 runs on each number of backends. For the allocation test, we started with full replication for each scale in order to get an initial weight distribution for the queries. In each test, 10000 queries were sent to the database, created by the official TPC-H query generator. In Figure 4(a) the average of the runs can be seen.

It can be seen that all configurations scale linearly, except for the random placement. The random allocation throughput levels out at a speedup of 2.5, this is due to the imbalanced load. Both, the table and the column-based allocation, outperform the full replication. Since query classes differ considerably in their weight, some heavy classes are allocated exclusively to multiple backends. Because the backends are specialized on single query classes, less data is stored on the nodes and, hence, the caching on these backends improves. For the column-based allocation, the throughput further increases, since vertical partitioning improves the data transfer speed from the disk. The quality of the allocation is highly dependent on the quality of the classification and estimation of the weight of the query classes. In Figure 4(b) the minimum and maximum throughput of the column based allocation in the 10 test runs is shown. Although the column based allocation has the largest deviation in throughput, it is still never above 6%. This shows that the sum of the execution times of the queries is an excellent measure for the weight of a query class.

Table-based and column-based allocation reduce the amount of replication substantially. Figure 4(c) shows the degree of replication for full replication, table-based allocation, column-based allocation, and optimal column-based allocation. The degree of replication \( r \) for an allocation \( B \) is calculated as follows:
The degree of replication for full replication matches the number of backends. The table-based allocation has a slightly reduced degree of replication. The data model in TPC-H is a data warehouse and nearly all queries reference the two big fact tables, which amount to 80% of the data. Therefore, it is not surprising that the table-based allocation uses over 80% of disk space of the full replication. Since the fact tables in TPC-H have many columns, column-based allocation leads to a considerable reduction of replication. For ten backends, the degree of replication is only 3.5. As a comparison, the result of an optimal allocation computed by a linear program is shown. Because of the high number of variables and constraints, the optimal allocation can only be calculated for up to 7 backends. It can be seen that the heuristically computed allocation is very close to the optimal allocation. For seven backends the difference in the degree of replication is 0.03. A positive side effect of the reduced degree of replication is an increased allocation speed. Figure 4(d) shows the duration of the allocation procedure for full replication and column-based replication. The time measured includes the preparation of the table fragments, network transfer, and data load. Although full replication does not need the fragmentation, the reduced replication and thus reduced data transfer and load time outweigh the initial overhead.

To evaluate the behavior of the allocation for larger data sets, we run additional experiments with Scale Factors 3, 10, and 30. In Figure 4(e) the scaling behavior of the table based allocation and the column based allocation for TPC-H can be seen. The graphs show the relative performance of a 1, 5, and 10 backend setup for 1 and 10 GB results. Baseline is the performance of a single node with the same data set in all experiments. We increase the runtime of the experiments for larger setups in the order of the scale factor to reduce the impact of the different execution times at larger scale factors. As can be seen in the Figure, all allocation strategies show good scaling behavior with column-based allocation being as fast as full replication. Scale Factors 3 and 30 behave similarly.

4.2 Update-Sensitive Allocation Evaluation

To test the allocation on a workload with updates, we used a custom implementation of the TPC-App benchmark. TPC-App is a simulation of an online bookseller which is implemented using web services. The benchmark is scaled by increasing and decreasing the number of customers $EB$. We used $EB = 300$ in most experiments, which resulted in a database size of $280 \text{MB}$; additionally, we ran larger scale experiments with EB $12000$, which resulted in $8 \text{GB}$ of data. To test the allocation, the workflow of the web services was reimplemented and the queries were automatically generated. In the test, the number of queries was around $200000$ which we tested on full replication, table-based partitioning, and column-based partitioning. We tested the allocation on 1 to 10 backends, each test was repeated 10 times. The ratio of read to write queries was about 1 to 7. So for each read request 7 inserts and updates were sent. However, the select statements produced overall 3 times more workload than the updates. In particular, one complex read query class generated 50% of the workload although its queries made up only 1.5% of all queries. As mentioned above, a read-once/write-all strategy was used for the query scheduling. The workload consisted of 8 query classes for table-based allocation and 10 query classes for column-based allocation. All tables that are queried were also updated, therefore the column-based allocation always allocated the complete tables.

In Figure 4(f), the average speed up of all three allocation strategies can be seen. Due to the high write ratio, the full replication only reaches a speedup of 2.6, at which point it is stable. Additional backends do not reduce this speedup, but they also do not increase the throughput. Since the weight of the write query classes is 25% in total, this is not surprising. Using the formula presented in equation 1 the maximum theoretical speedup can be estimated:

$$speedup = \frac{1}{\#backends} + \text{serial} = \frac{1}{0.75} + 0.25 = 3.07$$  \hspace{1cm} (29)$$

The maximum speedup achieved by the full replication is 2.6, which is close to the theoretical maximum speedup. The table-based and the column-based allocation have a similar speedup that is not limited for the 10 backends. The speedup for the table-based and column-based allocation can be calculated in relation to the maximum weight of a write request class. In our implementation, the writes to the Order Line table generate about 13% of the query weight; the maximum speedup can be reached if this write request class is allocated exclusively on a backend. For 10 backends, this results in an increase of the scale factor to 1.3. Using Equation 19, we can compute the theoretical maximum throughput:

$$speedup = \frac{|B|}{\text{scale}} = \frac{10}{1.3} = 7.7$$  \hspace{1cm} (30)$$

In our tests, the maximum achieved speedup was 5.8 for table-based allocation and 6.7 for the column-based allocation. Both are close to the theoretical maximum speedup. The column-based allocation achieves a better speedup since it has a more query classes and, thus, has a more fine grained allocation. In Figure 4(g) the total throughput can be seen. The throughput is similar to the speedup. However, the column-based allocation is slightly slower than the table-based allocation and the full replication. This is due to some overhead in the query processing for the column-based allocation in our implementation. Another effect that can be seen is that for some cluster sizes the average throughput is slightly worse. This can also be seen in Figure 4(f), for 5 backends and 9 backends the speedup is slightly decreased. This shows that in some cases the allocation algorithm does not perform as well as in others. These are some corner cases where the algorithm tries to balance the load by allocating small parts of a query class to a backend, which result in an additional write overhead. Since column-based allocation has more query classes it is more vulnerable to misplacement. This can also be seen in Figure 4(h), it shows the deviation of the column based allocation. In contrast to the read only allocation, as shown in Figure 4(b), the read write allocation has a higher deviation. In Figure 4(i), the speedup experiments for a large data set is shown. Here the update to read ratio was about 1 to 1, but the updates were more expensive due to the larger data size. This results in a reduced speedup of all allocation strategies, with full replication experiencing a slowdown for 10 nodes, while our allocation strategies exhibit good scaling behavior.

This difference between the read-only and the read-write allocation can also be seen in the graph in Figure 4(j). The graph shows the average balance of the column-based allocation of the TPC-H and the TPC-App workload. The balance is calculated as the relative deviation from the average overall processing time on all nodes. The presented values are the average balance of ten runs. As can be seen in the figure, the deviation increases with the number of backends and it is much less in the read-only case than in the read-write case. This is expected since the read-write case cannot be balanced in all cases in contrast to the read-only case and the individual query processing times are much more diverse in TPC-App than TPC-H. Although the deviation is almost 1 in some cases in the read-write case, the total throughput is not affected as much as one would expect. This is due to the fact, that in all cases the deviation stems from an underloaded node rather than an overloaded node. This means that most of the nodes have a good utilization while one node is un-
der utilized. An over utilized node that cannot be balanced by other nodes would have a much more dramatic effect on the throughput.

Figure 4(k) and Figure 4(l) show histograms of the replication of fragments for 10 nodes. This is again an average of 10 runs. In Figure 4(k) the frequency of replication numbers per table is shown for the TPC-H and TPC-App tests. It can be seen that in the case of TPC-H every table is replicated at least twice. The lineitem table is replicated on every node, since it is referenced in almost every query. The other tables are replicated less often, with most tables being replicated four times and each table at minimum twice. The TPC-App frequencies are very different. Here, one table that is heavily updated is always allocated on only one backend. The other tables are mostly read and thus are replicated. In the column-based allocation, there are many more possible fragments. In Figure 4(l), we show the frequency of replication number per column for both benchmarks, TPC-H and TPC-App. Interestingly, the histograms of both allocations are much more similar than in the table-based case. This is due to the higher number of fragments and the algorithms effort to reduce replication. Since TPC-App has many queries that access the same columns, some columns are allocated more often in order to balance the load. Again, some of the columns are allocated on every node in TPC-H, but due to the vertical partitioning, the size of the allocated data is much less than in the table-based allocation.

Overall, both the read only and the update experiments show the effectiveness of our allocation algorithm. The read only allocation achieves an equal or higher throughput compared to the full replication, while decreasing disk usage. The update allocation greatly improves the system throughput while also reducing disk usage.

5. EXTENSIONS

Our allocation scheme can be extended to ensure k-safety to achieve high availability, meaning that k systems can fail without data loss and service interruption. To do so, we ensure that each query class is allocated at least k + 1 times. The adapted constraints and the heuristic algorithm can be found in Appendix C.

The processing model presented in Section 2 is fairly robust to changes in the workload. The allocation presented further supports this robustness in many cases. We can consider four cases of workload changes, an increase or decrease of weight of a certain query or update class. In the case of update classes, the allocation aims at minimal replication, which will be favorable in cases of increased update weight in contrast to a solution with higher replication. In the case of lower update weight, a minimal replication is still not harmful for the throughput. In the case of an increase of weight of a query class, a backend will experience higher loads, while a reduction of the weight of a query class will result in lower load. The reduction of performance through over-utilization can be estimated according to Formula 19, where scale is the factor of over-utilization of a node. Consider the example of 4 backends in Figure 2, if the weight of Query Class C is increased to 27%, the maximum achievable speedup is reduced by to 3.7 instead of 4. This is, however, the worst case since C is the only class allocated on B1. In general, there is some flexibility for the scheduling of query classes due to the remaining replication and co-allocation of query classes.

It is also possible to further increase the robustness of an allocation by ensuring that for each query class a certain percentage of change can be tolerated. An allocation can tolerate a change of the workload by shifting weights between backends in case of replicated query classes without loss of performance. If each backend contains query classes that can be (partially) shifted to another backend, the total allocation is robust. In the algorithm this can be implemented by a check for this condition for each fully loaded backend. If the requirement is not met, a new set of query classes with no weight is added to the allocation, which combined weight amounts to the required percentage of robustness.

Using matching, a cost optimal scaling of the database system can be calculated. If a system is scaled, a new allocation is calculated and either new nodes are added or removed. The data mapping is modeled using a complete bipartite graph $G = (B', B, E)$. In both situations, the cardinality of $B'$ and $B$ is different: For an increase in the number of nodes, $|B'| > |B|$, and for a decrease in the number of nodes, $|B'| < |B|$. In order to use the Hungarian method, both sets have to have the same number of nodes. For a scale out, the old allocation is simply increased with empty virtual backends. These present the new, unpopulated nodes. If the system is scaled down, it is reasonable to remove backends, which have less disk capacity or bad connectivity. In this case, the backends concerned are removed and the matching is done as if there was no scaling. If the backends to be removed can be freely chosen from all backends, the new allocation is extended with empty backends and the matching is performed. The backends of the old allocation that are matched with the empty backends are then removed from the cluster. We have implemented an autonomic CDBS using a simple scaling logic. Using real workload trace and the TPC-App benchmark, we tested autonomic scaling. The workload trace is taken from the backend database accesses of a Web-based e-learning tool. Due to privacy restrictions, we could only use statistics, not actual queries and data. The system was scaled up and down based on the average response time of the queries. In Figure 4, the original request profile and the number of active nodes during the test are shown. The requests are scaled up by a factor of 40 to increase the throughput, the maximum load was 250 queries per second. As shown in Figure 5, the autonomic system has a slightly increased response time, however, the average response time never exceeds 50 milliseconds and is 10 milliseconds on average. Most importantly, the throughput of the system is never decreased as compared to a system with static maximum size. We treat changing workloads similar to autonomic scaling. Two different cases are considered, predictably changing workloads and fundamentally changing workloads. The former can be in the form of periodic changes such as daily patterns or simple fluctuations in the workload. The latter is a result of changes in user behavior, user interface, and application logic. Fundamental workload changes are detected through permanent, non-optimal backend utilizations that then trigger reallocation. For periodic and fluctuating workloads, a reallocation is inefficient if the allocation cost outweighs the perfor-
maintenance benefits. To address this issue, the allocation needs to account for different workload distributions. Consider the workload in Figure 6, which shows the most frequently accessed query classes from the above workload. As can be seen in the figure, the ratio of accesses between the query classes changes throughout the day. Most notably, at night (3 am to 8 am), Class B is dominating, while it has lowest weight during the day. To directly treat this variance, we segment the query history into multiple parts using a one hour sliding window to compare variances. In the example, this leads to 4 segments (3 am to 8:30 am, 8:30 am to 10:30 am, 10:30 to 10:30 pm, 10:30 pm to 3 am). For each of these segments, we calculate a separate allocation. Using the Hungarian method, we merge all of the allocations to a combined allocation that is robust to the changes in the workload.

6. RELATED WORK

There are many implementations of cluster database systems that use the processing model presented above. The C-JDBC project is a middleware platform for transparent, table-based database replication [17]. The Ganymed project provides a middleware layer that allows replication of databases and transparent access [46]. The system is divided into a master and several satellite database systems, in which the satellites feature read-only access, while write access is processed only on the master node. The system Middle-R implements a middleware for database replication [38, 44]. The work is based on the PostgreSQL system [32], which implemented a similar system within the PostgreSQL DBMS. The system uses group communication to synchronize update requests. Closest to our approach is C-JDBC. For full replication, the processing model is identical. Ganymed follows an equivalent approach for query processing, however, in contrast to our work, it uses a primary copy update mechanism. The same is true for MIDDLE-R; while query processing is equivalent to the CDBS model, updates are synchronized via group communication. This reduces the network traffic, but again limits predictability.

An allocation algorithm can have multiple goals, such as performance optimization, reliability, etc. In [42] a general problem definition is presented, which respects various factors such as network characteristics and properties of the host system. The resulting optimization problem is NP-hard and therefore not feasible for realistic problem sizes. There have been many modifications of the model, for example, for sites in communication networks [8] and for special purposes such as heterogeneous storage [15, 11]. To compute an allocation for realistic problem sizes, heuristics are used. These either exploit the relation to the bin packing problem and apply first-fit and best-fit strategies [14, 51], or use meta-heuristics such as simulated annealing [6] or evolutionary strategies [2].

Our allocation approach is also presented as an optimization problem. In contrast to other allocation strategies (e.g., [42, 8]), we do not consider network traffic, since we aim at local execution and consider cluster hardware configurations rather than wide area networks. Because of the NP-completeness, we use a best-fit strategy to find an initial solution and an evolutionary algorithm to improve the initial solution. However, the independent calculation of partitioning and allocation is in general inferior to an integrated approach, since an optimal partitioning can only be determined considering the optimal allocation of partitions [18]. In the following, we present a few integrated allocation strategies, all of which consist of at least a partitioning and an allocation part.

In [20], the database system Bubba was presented which uses a partial declustering and a greedy heuristic for data placement. Its partitioning approach is a simple range-based declustering that fragments each relation into a fixed number of equal-sized partitions. These partitions are allocated according to their heat (i.e., the access frequency) so that each node in the system has an equal heat. The placement strategy is a simple first-fit approach, which does not guarantee a balanced load. If the systems load is unbalanced, the placement strategy is applied to the fragments with the highest temperature (i.e., heat divided by size); this way data movement is minimized. Although Bubba was built as a parallel database system, it exploited data locality similar to our system, in contrast to other parallel database systems [52, 23] or multi-disk systems [1]. It uses no workload-aware partitioning and uses access frequencies rather than actual costs. A workload-aware approach was presented in [41]. It uses a linear programming approach to balance the workload. This approach, however, does not consider locality.

A purely dynamic approach to the allocation problem is presented in [27]. The data is range-partitioned into equal sized fragments and allocated to different nodes. The approach makes no assumption about the initial allocation. The optimization goal is storage balance, although the authors claim that the approach can be generalized to load balance. Whenever the storage on the nodes is out of balance, according to a given threshold, one of two rebalancing strategies is invoked: the first strategy shifts weight to a node containing the neighbor fragment, while the second strategy shares weight with an empty node. Although the algorithm aims at parallel database systems, the general idea can be adapted for cluster database systems.

A decentralized fragmentation approach was presented in [29]. Dyfram is similar to the above approach, a purely dynamic approach, that makes no assumption about the initial allocation and partitioning. Based on statistics captured for each tuple, the number of local accesses versus the number of remote accesses is calculated. The following strategies are employed: (i) if a fragment is often requested remotely, a copy is placed on the remote site; (ii) if access frequencies within a fragment vary significantly locally and remotely, the fragment is further fragmented; (iii) if a fragment is requested mostly from a remote site, it is moved. The approach aims to localize the data access in a distributed system with heterogeneous access to data, which is common in federated database systems. A similar approach was presented in [57]. This differs from our problem statement, which aims at load balancing. Also, it is questionable whether tuple-based statistics are manageable for larger databases.

In [25], the Tashkent+ system is presented, a successor of the Tashkent system [24]. The main target of the Tashkent+ system is load balancing. The basic assumption is that all transactions are carried out in memory. Starting from a fully replicated allocation, the backends are specialized to certain transaction types. Unused relations are eventually dropped and hence an optimized data layout is generated. Due to the memory-aware scheduling, a super-linear speedup is achieved. However, no partitioning is used. The approach has a similar processing model to our approach. A recent partitioning scheme for heterogeneous distributed setups was presented by Li et al. [37]. The authors use a linear programming model to solve the partitioning and allocation problem.
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Unlike our algorithm, this approach targets intra-query parallelism and optimizes the individual query performance, while our approach optimizes the total system throughput. In recent work, Zamanian et al. presented a horizontal partitioning scheme for the XDB cluster database systems [60]. This work considers key relations and workloads to co-allocate horizontally partitioned tables; this approach is orthogonal to our work and could be integrated into our approach.

7. CONCLUSIONS

In this paper, we presented a processing model for a cluster database architecture, a common architecture for distributed database systems. Our model allows for an accurate analysis of the requirements of a distributed database system. Many research projects use very complex models to obtain an exact view of query processing in distributed systems. These models, however, limit the model application to small problem sizes or controlled environments. In contrast, our model allows for the autonomous determination of all parameters. Therefore, all algorithms based on our model are fully implemented. This increases the possibilities for self-management of the database. We demonstrated this by autonomically scaling our system.

To increase the throughput and scalability of a CDBS, we presented a formal definition of the allocation problem in cluster database systems. As for the processing model, the allocation problem is reduced to the necessary parameters, which can be computed autonomically. We have shown an optimal formulation and a heuristic allocation algorithm that optimize the storage efficiency of the cluster database system architecture; as additional benefit, query processing performance is increased. Our evaluation shows that for read-only workloads, our algorithm computes allocations that reduce the storage requirements by 65% and achieve super-linear speedup. For workloads with updates, our algorithm increases performance by up to 2.4 times, as compared to a fully replicated system.
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APPENDIX

A. COMPLETE EXAMPLE

Consider the heterogeneous allocation example in Figure 7. It contains 7 query classes: 4 reads and 3 updates. The backends have different processing powers, while $B_1$ and $B_2$, each process 30%, $B_3$ and $B_4$ each process 20%. For the sake of simplicity, we perform table-based classification and, thus, no partitioning and consider each table to have the same size of 1 unit.

First, the set of query classes, $C^\ast$, that have to be allocated explicitly is calculated. Since all fragments in update classes are also referenced in read classes, only read classes have to be explicitly allocated. Hence, $C^\ast = \{Q_1, Q_2, Q_3, Q_4\}$. This set is sorted according to the weight it will produce on a backend multiplied with the size of all tables that need to be allocated. This is the weight of the query class itself and all referenced updates. For $Q_1$, this is weight($Q_1$) + weight($U_1$) = 28%. This is multiplied with the size of tables, resulting in the following list: $\mathcal{C} = (Q_1 : Q_2, Q_1 : Q_3)$. While $Q_2$ and $Q_4$ have the same weight to be allocated, $Q_4$ has 2 tables and, thus, size 2. The algorithm uses the auxiliary lists $currentLoad$, $scaledLoad$, and $restWeight$. Their initial status is as follows:

$$currentLoad = (B_1 : 0, B_2 : 0, B_3 : 0, B_4 : 0)$$

$$scaledLoad = (B_1 : 0.3, B_2 : 0.3, B_3 : 0.2, B_4 : 0.2)$$

$$restWeight = (Q_1 : 0.24, Q_2 : 0.2, Q_3 : 0.2, Q_4 : 0.16)$$

In the main loop, query class $Q_4$, which initially is in $\mathcal{C}$, is processed first. The difference to each backend is calculated, which is 0 for all backends, since all are empty. In the next step, all fragments of $Q_4$ and its updates (i.e., $U_1$ and $U_2$) are allocated to $B_1$. The resulting allocation matrix is:

$$\text{Table 1: Allocation Matrix}$$

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B_1$</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$B_2$</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$B_3$</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$B_4$</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

The load matrix is:

$$\text{Table 2: Load Matrix}$$

<table>
<thead>
<tr>
<th></th>
<th>$Q_1$</th>
<th>$Q_2$</th>
<th>$Q_3$</th>
<th>$Q_4$</th>
<th>$U_1$</th>
<th>$U_2$</th>
<th>$U_3$</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B_1$</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>4%</td>
<td>10%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>$B_2$</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>$B_3$</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>$B_4$</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
</tbody>
</table>

Figure 7: Optimal Update Aware Allocations on Homogeneous Backends (Above) and Heterogeneous Backends (Below)
The list currentLoad is updated to currentLoad = (B₁ : 0.14, B₂ : 0, B₃ : 0, B₄ : 0). Since Q₄ is a read query class, as much of the remaining weight as possible is allocated to B₁. In this case, it is all weight of Q₄. currentLoad is updated, currentLoad = (B₁ : 0.3, B₂ : 0, B₃ : 0, B₄ : 0) and the new load matrix is:

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>B₁</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>B₂</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>B₃</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>B₄</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

The allocation matrix does not change. Since Q₂ is completely allocated, it is removed from C. Hence, restWeight does not need to be updated. At the end of the loop, C is sorted again: C = (Q₂, Q₁, Q₃). In the next execution of the loop, Q₂ is allocated. The differences to all backends are calculated: (Q₂, B₁) : ∞, (Q₂, B₂) : 0, (Q₂, B₃) : 0, (Q₂, B₄) : 0. Fragments referenced by Q₂ and U₂ are allocated to B₂. The resulting allocation matrix is:

<table>
<thead>
<tr>
<th>Q₁</th>
<th>Q₂</th>
<th>Q₃</th>
<th>Q₄</th>
<th>U₁</th>
<th>U₂</th>
<th>U₃</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>B₁</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>16%</td>
<td>4%</td>
<td>10%</td>
<td>0%</td>
</tr>
<tr>
<td>B₂</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>B₃</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>B₄</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
</tbody>
</table>

All load of the updates (U₂) is allocated to B₂, and since there still is enough load capacity for Q₂, it is also completely allocated to B₂. currentLoad is updated to currentLoad = (B₁ : 0.3, B₂ : 0.3, B₃ : 0, B₄ : 0). The new load matrix is:

<table>
<thead>
<tr>
<th>Q₁</th>
<th>Q₂</th>
<th>Q₃</th>
<th>Q₄</th>
<th>U₁</th>
<th>U₂</th>
<th>U₃</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>B₁</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>16%</td>
<td>4%</td>
<td>10%</td>
<td>0%</td>
</tr>
<tr>
<td>B₂</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>B₃</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>B₄</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
</tbody>
</table>

Now, Q₂ is completely allocated and is removed from C. After sorting, C becomes C = (Q₁, Q₃). In the next iteration of the loop, Q₁ is allocated. The differences are: (Q₁, B₁) : ∞, (Q₁, B₂) : ∞, (Q₁, B₃) : 0, (Q₁, B₄) : 0. Therefore, all updates and as much weight as possible of Q₁ is allocated to B₃. The resulting allocation matrix is:

<table>
<thead>
<tr>
<th>Q₁</th>
<th>Q₂</th>
<th>Q₃</th>
<th>Q₄</th>
<th>U₁</th>
<th>U₂</th>
<th>U₃</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>B₁</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>16%</td>
<td>4%</td>
<td>10%</td>
<td>0%</td>
</tr>
<tr>
<td>B₂</td>
<td>0%</td>
<td>20%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>B₃</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>B₄</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
</tbody>
</table>

The resulting load matrix is:

<table>
<thead>
<tr>
<th>Q₁</th>
<th>Q₂</th>
<th>Q₃</th>
<th>Q₄</th>
<th>U₁</th>
<th>U₂</th>
<th>U₃</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>B₁</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>16%</td>
<td>4%</td>
<td>10%</td>
<td>0%</td>
</tr>
<tr>
<td>B₂</td>
<td>0%</td>
<td>20%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>B₃</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>B₄</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
</tbody>
</table>

Like Q₂, Q₃ was not allocated completely and therefore it remains in C. The result of sorting is: C = (Q₁, Q₃). Since all backends are now at their maximum capacity, the relative capacity has to be scaled. This is done in relation to the original size of query class Q₁. Each backend is scaled so that it could hold a relative portion of the query class. For B₁ this is:

scaledLoad(B₁) = currentLoad(B₁) + load(B₁) · weight(Q₁) = 0.372

The updated scaledLoad is scaledLoad = (B₁ : 0.372, B₂ : 0.372, B₃ : 0.248, B₄ : 0.248). The differences for Q₁ are: (Q₁, B₁) : 0, (Q₁, B₂) : size(A), (Q₁, B₃) : 0, (Q₁, B₄) : size(A). Hence, as much weight of Q₁ as possible is allocated to B₁. Again, it cannot be completely allocated. The resulting restWeight is: restWeight = (Q₁ : 0.008, Q₂ : 0.2, Q₃ : 0.06, Q₄ : 0.16). List currentLoad is updated to currentLoad = (B₁ : 0.372, B₂ : 0.3, B₃ : 0.2, B₄ : 0.2). Q₂ stays in C. The allocation matrix has not changed; the new load matrix is:

<table>
<thead>
<tr>
<th>Q₁</th>
<th>Q₂</th>
<th>Q₃</th>
<th>Q₄</th>
<th>U₁</th>
<th>U₂</th>
<th>U₃</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>B₁</td>
<td>7.2%</td>
<td>16%</td>
<td>0%</td>
<td>0%</td>
<td>4%</td>
<td>10%</td>
<td>0%</td>
</tr>
<tr>
<td>B₂</td>
<td>0%</td>
<td>20%</td>
<td>0%</td>
<td>16%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>B₃</td>
<td>16%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>4%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>B₄</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>14%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
</tbody>
</table>

For Q₃, the differences are: (Q₃, B₁) : ∞, (Q₃, B₂) : size(C), (Q₃, B₃) : size(C), (Q₃, B₄) : 0. Therefore, Q₃ is allocated to B₄. The restWeight of Q₃ is 0.06. It cannot be allocated completely to B₄. The resulting restWeight and currentLoad are: restWeight = (Q₁ : 0.008, Q₂ : 0.2, Q₃ : 0.012, Q₄ : 0.16) and currentLoad = (B₁ : 0.372, B₂ : 0.3, B₃ : 0.2, B₄ : 0.248). The allocation matrix has not changed; the new load matrix is:

<table>
<thead>
<tr>
<th>Q₁</th>
<th>Q₂</th>
<th>Q₃</th>
<th>Q₄</th>
<th>U₁</th>
<th>U₂</th>
<th>U₃</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>B₁</td>
<td>7.2%</td>
<td>0%</td>
<td>0%</td>
<td>16%</td>
<td>4%</td>
<td>10%</td>
<td>0%</td>
</tr>
<tr>
<td>B₂</td>
<td>0%</td>
<td>20%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>B₃</td>
<td>16%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>4%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>B₄</td>
<td>0%</td>
<td>18.8%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>6%</td>
</tr>
</tbody>
</table>

After sorting, Q₁ is allocated. The differences are: (Q₁, B₁) : ∞, (Q₁, B₂) : size(A), (Q₁, B₃) : 0, (Q₁, B₄) : 0. Therefore, it is completely allocated to backend B₃ and, thus, removed from C. The resulting load matrix is:

<table>
<thead>
<tr>
<th>Q₁</th>
<th>Q₂</th>
<th>Q₃</th>
<th>Q₄</th>
<th>U₁</th>
<th>U₂</th>
<th>U₃</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>B₁</td>
<td>7.2%</td>
<td>0%</td>
<td>0%</td>
<td>16%</td>
<td>4%</td>
<td>10%</td>
<td>0%</td>
</tr>
<tr>
<td>B₂</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>B₃</td>
<td>16.8%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>4%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>B₄</td>
<td>0%</td>
<td>0%</td>
<td>18.8%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>6%</td>
</tr>
</tbody>
</table>

Finally, only Q₃ remains. The differences are: (Q₃, B₁) : ∞, (Q₃, B₂) : size(C), (Q₃, B₃) : size(C), (Q₃, B₄) : ∞. It is allocated to backend B₂. First, the update class U₃ is allocated to B₂. Since the remaining capacity of B₂ is enough, Q₃ is completely allocated and the algorithm terminates. The resulting allocation and load matrices are:
B. OPTIMAL ALLOCATION

Based on the formal definition of the allocation presented in Section 3, a linear program is derived that computes an optimal allocation. The required constraints are represented as matrix. The allocation matrix \( A \in \{0,1\}^{[B] \times |F|} \) shows which data fragment is allocated to which backend.

\[
\begin{array}{c|cccc|c}
 & A & B & C \\
\hline
B_1 & 1 & 1 & 0 \\
B_2 & 0 & 1 & 1 \\
B_3 & 1 & 0 & 0 \\
B_4 & 0 & 0 & 1 \\
\end{array}
\]

\[
\begin{array}{c|cc|cc|c}
 & Q_1 & Q_2 & Q_3 & U_1 & U_2 & U_3 & \text{Overall} \\
\hline
B_1 & 7.2\% & 0\% & 0\% & 16\% & 4\% & 10\% & 0\% & 37.2\% \\
B_2 & 0\% & 20\% & 1.2\% & 0\% & 0\% & 10\% & 6\% & 37.2\% \\
B_3 & 16.8\% & 0\% & 0\% & 0\% & 4\% & 0\% & 0\% & 20.8\% \\
B_4 & 0\% & 0\% & 18.8\% & 0\% & 0\% & 0\% & 6\% & 24.8\%
\end{array}
\]

The load constraints of the backends must be considered. According to Equation 15, this can be expressed using the factor \( \text{scale} \):

\[
\forall B_i \in B, \forall l_{ik} \in \mathcal{L}_Q : l_{ik} = h_{ik} \cdot \text{weight}(C_k) \quad (42)
\]

Finally, all fragments which are referenced by a read query class have to be allocated to the backends where the query class is allocated:

\[
\forall C_k \in \mathcal{C}_Q, \forall B_i \in B : \sum_{j : f_j \in C_k} a_{ij} \geq |C_k| \cdot h_{ik} \quad (44)
\]

The same must be true for the fragments referenced by update query classes:

\[
\forall C_k \in \mathcal{C}_U, \forall B_i \in B : \sum_{j : f_j \in C_k} a_{ij} \geq |C_k| \cdot h_{ik} \quad (45)
\]

A throughput optimal allocation can be found by minimizing the factor \( \text{scale} \). The definitions above can be directly used by a solver. To find an allocation with minimal space requirements, a second linear program is formulated including the previously computed optimal \( \text{scale} \) that minimizes the total allocated space.

C. K-SAFETY

In distributed systems, error rates are multiplied by the number of components. Therefore, in large scale clusters, failures are a daily business. For example, Google published numbers that revealed each of their clusters of 1800 nodes had over 1000 machine failures and thousands of hard disk failures in the first year [54]. Hence, distributed systems have to include mechanisms to deal with hardware failures.

On the cluster level, the standard fault tolerance approach is redundancy [28, 49]. Therefore, we present an extension to our algorithm that introduces \( k \)-safety [56]. With \( k \)-safety, the algorithm ensures that the loss of \( k \) backends can be tolerated. If each fragment is allocated to at least \( k + 1 \) backends, no data is lost if \( k \) backends fail. However, to ensure that all queries can still be processed locally without a reallocation, each query class has to be allocated to at least \( k + 1 \) backends. The basis is still the CDBS processing model introduced in Section 2; hence, updates can only be processed on backends that have all referenced data. As a result, the independent allocation of fragments that are updated is not possible. According to equation 10, update query classes have to be allocated completely to each backend.

In the read-only case, the introduction of \( k \)-safety has the drawback of increased space requirements. The theoretical speedup is unaffected by the additional replicas. To the contrary, additional replicas allow for a more flexible load balancing, especially, if the load is slightly varying. In practice, however, the additional replicas will result in a less fragmented schema and, hence, larger relations. In some cases, especially, for large relations, this will reduce the performance due to an increased cache miss rate. For the update sensitive case, replication reduces performance, if the replicas introduce replicated updates. The formal definitions and algorithms presented before can easily be adapted. First, we explain the extensions for the allocation of \( k + 1 \) replicas of each fragment for the read-only case and then the allocation of each query class to \( k + 1 \) backends for both
cases. Since our processing model enforces local execution of query classes, $k$-safety of data fragments is not enough to ensure that a system is still capable of processing all queries. Hence, we present a second definition of $k$-safety which ensures that a CDBS can tolerate the loss of $k$ backends and still process all incoming queries.

C.1 Redundant Fragments

The independent replication of fragments without replicating complete query classes is in general only possible for read-only access of data. In the presence of updates, the read-only fragments can still be replicated without considering the query classes. We do not elaborate on this option, since the approach is a straightforward combination of fragment and query class replication. If $k + 1$ copies of each fragment have to be allocated, the following constraint are introduced to the formal definition in Section 3.2:

$$\forall f \in F: \sum_{B \in B} 1 \geq k + 1$$

The equation ensures that each fragment is allocated at least $k + 1$ times. Without further restrictions, a straightforward solution in the read-only case is to place fragments that have to be further allocated to the first backends to which they are not already allocated. To ensure a better distribution of the additional data, a randomized approach will distribute fragments more evenly. In the update sensitive case, only fragments that are never updated are freely placed. The placement of fragments with updates is part of the optimization goal. We introduce an extended algorithm for this case below.

C.2 Redundant Query Classes

To ensure that the CDBS is fully operational after the loss of $k$ backends, each query class has to be allocated to at least $k + 1$ backends. In the formal definition (see Section 3.2), the following constraint ensures $k$-safety:

$$\forall C \in C: \sum_{B \in B} \left\{ \begin{array}{ll} 1, & \text{if assign}(C, B) > 0 \\ 0, & \text{else} \end{array} \right\} \geq k + 1$$

Since replicated updates increase the workload and, thus, potentially reduce the overall throughput, the replicated query classes are treated like update classes and be allocated each to a single backend. Initially, $C_k$ is empty. Whenever a query class $C \in C_k$ is completely allocated, the number of backends that has been allocated to, is counted and stored in $\text{replicas}$ and if $\text{replicas} < k + 1$, then $k + 1 - \text{replicas}$ copies of $C$ are added to $\mathcal{C}$ and $C_k = C_k \cup \{ C \}$. This is done by the pseudo-code given in Algorithm 3.

```plaintext
35 \# \{ B \in B \mid \text{fragments}(B) = \emptyset \};
36 \text{replicas} \leftarrow |B|;
37 \text{if } \text{replicas} < k + 1 \text{ then}
38 \mathcal{C} \leftarrow \mathcal{C} \cup ((k + 1 - \text{replicas}) \cdot C);
39 C_k = C_k \cup \{ C \};
```

Algorithm 3: Adding Missing Replicas of Query Classes

These replicated queries all have no weight, except for the update classes that have to be additionally allocated. Hence, they can be treated like update classes and be allocated each to a single backend. If the weight of the additional updates overload the backend, the $\text{scaledLoad}$ has to be adapted, hence, the condition of the if statement in Line 20 is altered to $C \in C_U \lor C \in C_k$. Finally, it has to be assured that replicated query classes are not allocated to backends, which already contain a replica. This can be done by setting the difference to $\infty$. To ensure that all update classes are allocated $k + 1$ times, those that are not allocated with query classes have to be added $k + 1$ times to $\mathcal{C}$. The complete pseudo-code is given in Algorithm 4.

```
Input: Classification $C$, set of empty backends $B$, degree of redundancy $k + 1$
Output: Heuristic allocation $B$
1 $C' \leftarrow C \cup \{ C_U \mid \exists P \subseteq C \cup C_U \cap C' \neq \emptyset \}$;
2 $C_k \leftarrow \{ C_U \mid \exists P \subseteq C \cup C_U \cap C_k \neq \emptyset \}$;
3 $C \leftarrow \text{sort } C \cup \text{C} \leftarrow \text{descending to weight}(C \cup \text{updates}(C)) \times \text{size}(C \cup \text{updates}(C));$
4 currentLoad($B) \leftarrow 0;
5 \text{scaledLoad}(B) \leftarrow \text{load}(B);
6 \text{restWeight}(C) \leftarrow \text{weight}(C);
7 \text{while } C \in \mathcal{C} \text{ do}
8 \text{if all backends are full then}
9 \text{foreach } B \in B \text{ do}
10 \quad \text{scaledLoad}(B) \leftarrow \text{currentLoad}(B) + \text{load}(B) \cdot \text{weight}(C);
11 \text{foreach } B \in B \text{ do}
12 \quad \text{if (currentLoad}(B) = \text{scaledLoad}(B)) \lor ((\text{assign}(B, C) > 0) \land C \in C_k) \text{ then}
13 \quad \quad \text{difference}(C, B) \leftarrow \infty;
14 \quad \text{else if currentLoad}(B) = 0 \text{ then}
15 \quad \quad \text{difference}(C, B) \leftarrow 0;
16 \quad \text{else}
17 \quad \quad \text{difference}(C, B) \leftarrow \text{size}((C \cup \text{updates}(C)) \setminus \text{fragments}(B));
18 \quad B \leftarrow B \in B \text{ with difference}(C, B) \text{ minimal};
19 \quad \text{fragments}(B) \leftarrow \text{fragments}(B) \cup C \cup \text{updates}(C);
20 \quad \text{currentLoad}(B) \leftarrow \text{currentLoad}(B) + \text{weight}((\text{updates}(C) - \text{updateWeight}(B, C));
21 \text{if (currentLoad}(B) \geq \text{scaledLoad}(B) \text{ then}
22 \quad \text{currentLoad}(B) \leftarrow \text{currentLoad}(B) + \text{load}(B) \cdot \text{weight}(C);
23 \quad \text{scaledLoad}(B) \leftarrow \text{currentLoad}(B) + \text{load}(B) \cdot \text{weight}(C);
24 \quad \text{restWeight}(C) \leftarrow \text{restWeight}(C) - (\text{scaledLoad}(B) - \text{currentLoad}(B));
25 \text{foreach } B \in B \text{ do}
26 \quad \text{if currentLoad}(B) \geq \text{scaledLoad}(B) \text{ then}
27 \quad \quad \text{scaledLoad}(B) \leftarrow \text{currentLoad}(B) + \text{load}(B) \cdot \text{weight}(C);
28 \quad \text{currentLoad}(B) \leftarrow \text{currentLoad}(B) + \text{load}(B) \cdot \text{weight}(C);
29 \text{if restWeight}(C) > \text{scaledLoad}(B) - \text{currentLoad}(B) \text{ then}
30 \quad \quad \text{restWeight}(C) \leftarrow \text{restWeight}(C) - (\text{scaledLoad}(B) - \text{currentLoad}(B));
31 \text{foreach } B \in B \text{ do}
32 \quad \text{if currentLoad}(B) \geq \text{scaledLoad}(B) \text{ then}
33 \quad \quad \text{currentLoad}(B) \leftarrow \text{currentLoad}(B) + \text{restWeight}(C);
34 \quad \mathcal{C} \leftarrow \mathcal{C} \setminus \{ C \};
35 \quad \mathcal{B} \leftarrow \{ B \in B \mid \text{fragments}(B) = \emptyset \};
36 \quad \text{replicas} \leftarrow |\mathcal{B}|;
37 \quad \text{if } \text{replicas} < k + 1 \text{ then}
38 \quad \quad \mathcal{C} \leftarrow \mathcal{C} \cup ((k + 1 - \text{replicas}) \cdot C);
39 \quad C_k = C_k \cup \{ C \};
40 \quad \text{sort}(C) \text{ descending to restWeight and size};
41 \text{return } B$
```

Algorithm 4: Greedy Allocation Algorithm with $K$-Safety

The algorithm for $k$-safety works similar to the original algorithm. The first difference is the generation of the multi-set $C_k$ in Line 2; it is the set of update classes that need to be explicitly allocated $k$ additional times. While update classes and replicated query classes are allocated as before, we additionally add as many replicas of the read query classes as are still required to $\mathcal{C}$ after the first full allocation. This is done as shown in the excerpt in Algorithm 3. Apart from the greedy heuristic, also, the meta heuristic has to be adapted, due to space limitations, we do not discuss this extension here. Replicating every data fragment multiple times reduces the probability of a data loss enormously.